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A comparison of speed and performance 

that matches the PC AT against the PC XT 
ea-

BY JON SHIELL AND JOHN MARKOFF 

THE IBM PC AT provides 
more flexibility and com
puting power than its 
popular predecessor. the 
IBM PC The AT is based 
on the Intel 80286 micro
processor. which executes 
instructions faster and 
more efficiently than the 
PC's 8088. 

The AT provides a mem
ory space potentially 16 
times larger than the PC's. 
Th is is an unexplored 
realm for personal com-
puter software developers 
that is certain to prove 
tempting. 

The introduction of the 
AT set a new standard for 
fixed-disk capacity and 
performance for micro
computer systems. The AT 
provides double the disk 
capacity of the PC XT and 
offers a simple method for 
the user to install up to 
two hard disks with capac
ities of almost 140 mega
bytes each. 

WHY THE AT Is 
FASTER THAN THE XT 
There are a number of fac
tors. some obvious. some more sub
tle. why the AT exceeds the XT's per
formance. First. the raw clock rate of 
the AT's 80286 chip is 12 MHz. (The 
80286 divides this by 2 internally.) The 
XT's 8088 clock rate is 4.77 MHz. 
Therefore. even if everything else were 
comparable between the two systems. 
the AT would still be a little more than 
26 percent faster than the PC 

However. everything is not that 
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clearly defined. For example. the AT's 
math coprocessor. the 80287 . runs at 
only one-third the frequency of the 
AT's raw system microprocessor clock 
(12 MHz)-that is. 4 MHz. This com
pares unfavorably to the IBM PC's 
numeric processor. the 8087 . which 
runs at the full speed of the PC-
4.77 MHz. The math coprocessor 
doesn't help the AT's performance as 
much as might be expected. 

Despite this obvious im-
balance. however. most 
comparisons lean marked
ly in favor of the AT A 
comparison of each com
puter's system bus reveals 
that the AT has a 16-bit 
data bus; the PC has an 
8-bit data bus. Using an 
8-bit bus for a 16-bit 
microprocessor (as is 
done in the IBM PC) costs 
15 to 20 percent in system 
performance. This. com
bined with the approxi
mately 25 percent in
crease due to the dif
ference in clock rates. still 
gives a speedup of less 
than 50 percent. so there 
must still be other factors 
that contribute to the AT's 
speed advantage. 

Significantly. the 80286-
powered AT runs with a 
single wait state; if it ran 
no wait states. RAM ran
dom-access read/write 
memory) with a maximum 
access time of less than 
120 nanoseconds (ns) 
would be necessary. By 
adding the wait state it is 
possible for the AT to use 

standard RAM (l50-ns access). The 
use of the wait state cuts the effective 
processing rate by less than 25 per-
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cent on the average. according to Intel 
benchmarks. 

At the microprocessor level, the 
80286 is dramatically more efficient 
than the 8086. The 8086/8088 mere
ly overlaps the instruction fetch (IF) of 
the next instruction with the execution 
of the current one. 

The 80286 architecture is . "pipe
lined" and adds an additional level of 
parallelism by overlapping the fetch 
of a third instruction with the decod-

FIXED DISKS 

ing of a second instruction and execu
tion of the current instruction. In fact. 
the amount of instruction overlap in 
the 80286 is roughly comparable to 
that in some of IBM's mainframe 
computers. 

When combined with the additional 
hardware speedup of some instruc
tions and internal bus and clock 
speed enhancements, the 80286 runs 
between two and six times faster than 
a 5-MHz 8086 or the PC XT's 

4.77-MHz 8088, which is slower and 
uses an 8-bit data bus. 

Another interesting point of com
parison is in the speed of DMA (direct 
memory access), the device-to
memory transfer that doesn't involve 
the central processing unit (CPU) 
Here, the AT's performance is 
significantly slower than that of the 
IBM Pc. 

The PC AT's system DMA rate is 
1.66 microseconds (ILS) per transfer 

FACTORS AFFECTING DISK PERFORMANCE 

Four major physical factors deter
mine overall disk performance: ac

cess time, cylinder size, transfer rate, 
and average latency. 

Access time is the amount of time it 
takes to move the read/write heads 
over the desired tracks (cylinders). 
Once the heads are over the desired 
tracks, they must settle down from the 
moving height to the read/write height. 
This is called the settling time and is 
normally included in the access time. 
Specifications for AT and XT disk-drive 
options are shown in table A. 

A cylinder is composed of all tracks 
that are under the read/write heads at 
one time. Thus, tracks per cylinder is 
the same as the number of data heads 
in the drive. Cylinder size is defined as 
tracks/cylinder x sectorsltrack x 
bytes/sector. 

The Ouantum 0540, for example, has 
four platters and eight data heads, 

whi le the Vertex V 170 has four platters, 
seven data heads, and one servo head. 
The difference is that the Ouantum 
drive uses an embedded (or wedge) 
servo. where the servo signal is 
embedded on the data tracks, preced
ing the data portion of each sector on 
the disk. The Vertex drive uses a 
dedicated servo that requires its own 
surface. This difference means that the 
Ouantum drive has 8.5 K bytes more 
data avai lable to it before it must seek 
the next track; if all other factors were 
equal (which they aren't), the Ouantum 
would be slightly faster in those cases 
that required reading that "extra" 8.5K 
bytes. 

Transfer rate is the rate at which data 
comes off the disk. It depends on rota
tion rate, bit density, and sector inter
leaVing. The first two factors are prac
tically the same for all AT-compatible 
5 v.i-inch hard disks, but not for all 

floppy disks (the AT's spin 20 percent 
faster than the other PC floppies). 

Sector interleaving is used to cut 
down the effective transfer rate. The in
terleave factor of 6 used on the XT cuts 
the effective transfer rate from 5 mega
bits per second to 0.833 megabit per 
second. Note that embedded servo 
disks, such as those used in the XT and 
the AT. actually spin about I percent 
slower than 3600 revolutions per 
minute (rpm) to allow for the increased 
density due to the servo. 

Average latency is the time required 
for a disk to spin one-half of a revolu
tion. For hard disks, which spin at 3600 
rpm, the average latency is 8.33 ms 
(1 /3600 rpm x 60 seconds/minute x 
0.5 = 8.3 3 ms per half revolution). This 
is due to the fact that after the heads 
finish seeking and settling, you must 
wait for the required sector to come 
under the heads. 

Table A: Sample transfer rates and a comparison of specifications for the disk-drive options available for the IBM PC AT and PC 
XT. Note that the interleave factor is the onl!d difference between the last two entries in the table; the drive is the same for both 
entries. 

PC XT AT 360K-byte AT 1.2-megabyte PC XT PC AT PC AT 
Floppy Disk Floppy Disk Floppy Disk Hard Disk Hard Disk Hard Disk 

Rotation 300 rpm 360 rpm 360 rpm 3600 rpm 3600 rpm 3600 rpm 

Base rate 250K bits/second 300K bits/second 500K bits/second 5M bits/second 5M bits/second 5M bits/second 

Interleave none none none 6 3' 2' 

Actual rate 31,250 37,500 62,500 104,167 208,333 312,500 
in bytes/second 

, The AT technical reference manual shows an interleave factor of 2, but the advanced diagnostics and the "IBM PC 
Seminar Proceedings" claim that the interleave factor is 3. 
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(five AT cycles per transfer at 3 MHz) 
This yields the channel bandwidths 
shown in table I. 

The DMA rate of the PC XT is I byte 
per five cycles (105 !.Is) for a DMA 
channel bandwidth of 0.952 mega
byte per second. This bandwidth is 
the result of IBM designing the AT 
with 5-MHz DMA controllers. 

The AT's DMA controllers cannot 
run at the full 6-MHz rate of the AT 
system clock, and it is difficult to at
tain clock rates that are not simply an 
integer division of the system timing. 
The design decision was to set the 
DMA rate at 3 MHz. This is not as 
critical a shortcoming for the AT as it 
may first appear. because few devices 
(hard disks excluded) can saturate the 
AT's DMA capability. 

It is interesting that the AT does not 
use DMA for hard-disk input/output 
(I /O) Instead, the AT's hard-disk con
troller has a 512-byte sector buffer 
that is accessible by the 80286 as a 
16-bit device. 

When the buffer is full or empty, the 
controller interrupts the 80286 (using 
INTI4 hexadecimal), which then 
moves the data via programmed I/O 
(that is, Rep Insw for reads and Rep 
Outsw for writes) to or from memory 
at a rate of 2 megabytes per second. 
This transfer rate is approximately 
twice that of the XT 

The 2-megabyte transfer rate of the 
AT for string-move operations is the 
result of using three cycles (including 
one wait state) to bring the data (16 
bits) into the processor and another 
three cycles (including another wait 
state) to move the data into memory. 
This process uses six cycles per 2-byte 
transfer. At a clock rate of 6 MHz, a 
single clock cycle takes 167 ns. Six 
cycles therefore require 1002 ns for a 
2-byte transfer, which corresponds to 
an effective rate of 2 megabytes per 
second. 

ZERO WAIT STATE 
IBM has provided a special line called 
the zero wait state (OWS) signal on the 
bus to suppress the wait states. This 
is useful if you have high-speed mem
ory and an expansion card that sup
ports this signal. 

FIXED DISKS 

For example, in the preceding case 
performance could be improved by 
one-sixth because the memory card 
used in the transfer could suppress 
the wait state. However. the AT's disk 
contro ller won't suppress the wait 
state when transferring data from its 
sector buffer. Therefore, a savings of 
only one cycle per transfer is possi
ble. By using the OWS signal we can 
speed up the transfer rate from 2 
megabytes per second to 2.5 mega
bytes per second. 

In addition to bus factors, the AT's 
1.2-megabyte floppy disk holds more 
than three times as much data as the 
XT's 360K-byte floppy disk. It also has 
a data-transfer rate that is twice that 
of the XT's and an average latency 
that is 20 percent less than that of the 
XT's. Furthermore, the AT's floppy disk 
has somewhat faster access times. 

Of course floppy-disk speeds are 
not that significant. as the floppy disk 
plays a much less important role in 

(continued) 

Table I: Channel bandwidtn data for tne I BM PC AT 

DMA Channel Transfer Width Channel Bandwidth 

0-3 

4 

5- 7 

1 byte 

used to cascade channels 0-3 

2 bytes 

0.6 megabyte/second 

1.2 megabytes/second 

CAN THE AT 
SUPPORT NONINTERLEAVED 

HARD DISKS? 
I Editor's note: An interleave factor of 1: 1 implies a noninterleaved disk. I 

Let's do some quick back-of-the-napkin calculations to answer this question. 
At 3600 rpm one rotation takes 16.67 ms, and one rotation per track of 

17 sectors results in less than 1 ms per sector. There are about 10.416 bytes 
per unformatted track, again at one track of 17 sectors; this gives us about 612 
bytes per unformatted sector. 

There are 512 bytes of data in a formatted sector. thus about one-sixth of 
the sector is not data (512 data bytes out of 612 possible). If we assume that 
during thi s period the AT's track buffer is available to the 80286, then we have 
one-sixth of I millisecond or about 150 !.Is to fill or empty the buffer. This assumes 
that the buffer is Single-ported and doesn't support interleaved access, which 
seems to be the case for the AT. 

Programmed I/O normally transfers one word every six cycles. which means 
a data rate o f 2 megabytes per second. To move our 512 bytes of data will take 
about 250 !.Is. assuming INTI4 hexadecimal (the buffer full /empty interrupti 
overhead is 0, which it isn·t. 

We expect that without interleaving we have less than 150 !.Is to fill or empty 
the buffer. whi le the 80286 would need at least 250 !.Is Consequently. the sec
tor buffer will not support I : I interleaving but will probably support 2: I interleav
ing without any major problems. This is due to the fact that we have almost 
I millisecond to fill or empty the buffer when 2: 1 interleaving is used. 
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the system design of the AT than it 
does in the Pc. 

the AT We will also discuss a 140-
megabyte di sk. the Maxtor XT-1140. 

COMPARING THE AT AND 
XT HARD DISKS 
Let's compare the hard disks that are 
standard equipment on the XT and 

Looking at the relative access times 
(including latency) for the XT. the AT. 
and the Maxtor shows the Maxtor to 
be by far the fastest drive: however. 
we also find that the AT's disk is about 

Table 2: A comparison of disk performance for the AT and the XT with 
standard disks and the AT with the Maxtor disk. 

Track-to-track access time + latency Index 

Maxtor 5 ms + 8.3 ms = 13.3 1 22.3 = 0.60 
PC AT 14 ms + 8.3 ms = 22 .3/22.3 = 1.00 
PC XT 16 ms + 8.3 ms = 24 .3 / 22 .3 = 1.09 

Mean access time + latency 

Maxtor 30 ms + 8.3 ms = 38.3 1 60.3 

Index 

= 0.64 
1.00 
1.55 

PC AT 52 ms + 8.3 ms = 60.3/60.3 
PC XT 85 ms + 8.3 ms = 93.3 1 60.3 

Maximum access time + latency 

Maxtor 48 ms + 8.3 ms = 56.31 105.3 

Index 

= 0.53 
1.00 

= 203 
PC AT 97 ms + 8.3 ms = 105.3/ 105 .3 
PC XT 205 ms + 8.3 ms = 213.3/105.3 

Table 3: Time required for a 127 .OOO-byte read operation . 

Average 
Access Cylinder-to-Cylinder 

Drive 8y1esl Cylinders Time Access Time 
Type Cylinder Required (note I) (note 2) 

PC XT 34K four 85 (3) x 16 
PC AT 34K four 65 (3) x 14 
Maxtor 127K one 30 n.a. (one cylinder used) 

Notes 

Interleave 
Factor 

6 
3 
3 

Average 
Latencyl 
Track 
(note 3) 

8.3 
8.3 
8.3 

1. Average access time is the average time required for the disk heads to move 

40 percent faster on the average than 
the XT's (see table 2) 

But access time is not everything. 
Table 3 shows the comparative times 
for a 127 .OOO-byte read (assume all 
sectors are contiguous and start with 
sector l. head 0) . 

Although the Maxtor's access time 
for this operation is about 350 per
cent faster than the AT's. which is 
about I 5 percent faster than the XT's. 
its access time gets swamped by the 
transfer times. The apparent dif
ferences are shown in table 4. 

The XT appears to be about 85 per
cent slower than the AT. which is only 
about 14 percent slower than the 
Maxtor. The Maxtor's faster access 
time is swamped by the 609 millisec
onds (ms) it takes to transfer the data. 
and it has no advantage in transfer 
rates. However. for a smaller (more 
normal size) file. say 34K bytes. we 
would get the times shown in table 5. 

The XT appears to be about 80 per
cent slower than the AT. which is 

Aggregate 
Access 
Time Transfer Rate Transfer Time 
(note 4) (by1es/second) (note 5) 

166.2 104,200 1219 
140.2 208,333 609 
38.3 208,333 609 

from any cylinder to any other cylinder on the disk (including settling time before the heads can read data). 

2. Cylinder-to-cylinder access time is the time required to move the heads from one cylinder on the disk to an adjacent cylinder on 
the disk (including settling time). 

3. Average latency is the time required for a disk to spin one-half revolution. For hard disks, which spin at 3600 rpm. the average 
latency is 8.33 milliseconds 

(1/3600 rpm x 60 seconds/minute x 0.5 = 8.33 ms per half revolution). 

This is due to the fact that after the heads finish seeking and settl ing, you must wait for the required sector to come under the 
heads before reading data. 

4. Aggregate access time is determined by 

average access + [number of cyl inder-to-cylinder changes x cylinder-to-cylinder time] + [number of cylinders x average 
latency] . 

5. Transfer time is determined by 

[127K bytes divided by transfer rate in bytes/second] expressed in milliseconds. 
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about 40 percent slower than the 
Maxtor. If the file were spread over 
two cylinders on the XT and the AT 
(a more normal case due to their 
significantly smaller cylinder size), the 
ratios would be as shown in table 6. 
As expected, the Maxtor looks even 
better in this more typical case 
because it doesn't need the additional 
track-to-track access and associated 
latency. Also note that the AT's 
relative performance slipped a bit due 
to the small difference in AT and XT 
track-to-track access times. 

Access time is most important when 
doing a lot of disk accesses in a short 
period of time, for instance, when 
searching a large database or work
ing on a file that. due to fragmenta
tion, is spread out over the entire disk. 
For example, to read a 34K-byte file 
(17 clusters on the AT's 20-megabyte 
disk) on a very fragmented disk could 
take up to 17 average accesses for a 
tota l of more than I second (1025 ms 
= 17 x (52 ms + 8.3 ms)). 

It takes 163 ms to transfer the data. 
So our effective I/O time is 1188 ms 
as opposed to 236 ms for an un
fragmented disk. Even if we assume 
less fragmentation- say the file is split 
into four parts-we get total access 
time of about 241 ms (4 x (52 ms + 
8.3 ms)); adding the transfer time 
gives us 404 ms, or about a 50 per
cent decrease in the disk's effective 
"speed" 

This points out the importance of 
not letting your disk get very frag
mented, as this results in much longer 
effective access times. 

Let's look at another example using 
our big file of I27K bytes. If it's all in 
three continuous cylinders, it will take 
about 117 .9 ms, as we've shown, for 
the access portion of the read (assum
ing that the file allocation table I FAT) 
and the directory are already in mem
ory) . But the worst case is where the 
file is spread out over the entire disk, 
with only one cluster per cylinder and 
the cylinders in random order. 

It could take approximately one 
mean access per track over 64 tracks 
(127 K bytes divided into 64 clusters 
of 2 K bytes each; one cluster per 
track) for an effective access time of 

FIXED DISKS 

Table 4: A comparison of access time, transfer time, and performance index 
for the AT and the XT with standard disks and the AT with the Maxtor disk. 

Drive Access Transfer 
Type Time Time Total Performance Index 

PC XT 166.2 ms + 1219 ms = 1385 ms /749 ms = 1.85 
PC AT 140.2 ms + 609 ms = 749 ms / 749 ms = 1.00 
Maxtor 38.3 ms + 609 ms = 647 ms / 749 ms = .86 

Table 5: Transfer time and performance index for a 34K-byte transfer. 

PC XT drive: one average access 
85 ms + R3 ms = 9a3 ms 
34,000 bytes at 104,200 bytes/second = 326 ms (interleave of 6) 

PC AT drive: one average access 
65 ms + 8.3 = 73.3 ms 
34,000 bytes at 208,333 bytes/second = 163 ms (interleave of 3) 

Maxtor drive: one average access 
30 ms + 8.3 = 38.3 ms 
34,000 bytes at 208,333 bytes/second 163 ms (interleave of 3) 

Results in: 
Drive 
Type 

PC XT 
PC AT 
Maxtor 

Access Transfer 
Time Time Total 

93.3 ms + 326 ms = 419 ms / 236 ms = 
73.3 ms + 163 ms = 236 ms / 236 ms = 
38.3 ms + 163 ms = 146 ms / 236 ms = 

Performance Index 

1.78 
1.00 

.62 

Table 6: Transfer time and performance index for a 34K-byte file contained on 
two cylinders. 

Access Transfer Drive 
Type Time Time* Total Performance Index 

PC XT 
PC AT 
Maxtor 

93.3 ms + 326 ms + 24.3 ms = 444 ms / 259 ms = 1.71 
73.3 ms + 163 ms + 22.3 ms = 259 ms / 259 ms = 1.00 
38.3 ms + 163 ms + 0.0 ms = 146 ms / 259 ms = .56 

• Track-to-track access time plus average latency 

almost 4 seconds (3859 ms = 64 x 
60.3 ms including latency). So we get 
disk 1/0 times of about 749 ms versus 
4468 ms (almost 4.5 seconds); thus, 
the fragmented disk appears to be 
about six times slower than the un
fragmented one. 

If you want to get an idea of how 
fragmented your hard disk is, the DOS 
CHKDSK command, when given a 
filename, displays the number of 

discontinuous areas occupied by the 
fi le. While this is not as useful as it 
could be (what we really want to know 
is how many cylinders the file is 
spread across), it gives us a fair idea 
of the amount of fragmentation. 

CWSTER SIZE 
An additional factor, cluster size, is 
purely an operating-system function , 

(continued) 
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but it does affect disk performance. 
A cluster is the number of contiguous 
sectors that DOS allocates each time 
disk space is needed. The FAT is what 
DOS uses to keep track of which 
clusters are allocated to which files 
and which are available for use. Begin
ning with DOS 3.0 there are now two 
types of FATs, depending on the size 
of the partition. An FAT that uses 
12-bit entries is used for disks holding 

FIXED DISKS 

less than 20 megabytes, and one with 
16-bit entries is used for disks holding 
20 megabytes or more. 

On a 10-megabyte disk or partition , 
each cluster is 4K bytes or eight sec
tors, and the FAT takes up 4K bytes. 
Using a 12-bit FAT entry results in 
4096 possible clusters. DOS uses a 
4K-byte cluster with a 12-bit FAT. This 
results in a maximum disk size of 16 
megabytes (4096 clusters/disk x 4096 

bytes/cluster) without using a larger 
cluster size. All floppy disks use this 
scheme. 

On disks or partitions of 20 mega
bytes and more, the cluster size is 2 K 
bytes or four sectors. For a 20-mega
byte disk, this means that the FAT is 
20K bytes, and for a 32 -megabyte disk 
or partition, the FAT occupies 32 K 
bytes. 

(continued) 

USING DEBUG TO DETERMINE THE 
CLUSTER SIZE OF A DISK 

T he first and last register dumps are 
for the C drive, while d ump 2 is 

a 1.2-megabyte floppy d isk. 

AX number of sectors per cluster. 
four for the hard d isk and one 
for the floppy disk 

The register meanings are as fol lows: 
If the AX register contains FFFF hexa
decimal on return. then the d ri ve 
number was inva lid and the rest o f the 
registers are meaningless. Otherwise 
the registers conta in the following: 

>debug 
- a 

BX number o f free clusters 

ex number of bytes per sector, 
normally 200 hexadecimal or 
512 bytes 

XXXX:0100 
XXXX:0100 
XXXX:01 03 
XXXX: 0106 
XXXX:0108 
XXXX:0109 

; Remember that debug works only with hexadecimal numbers 
mov aX,3600 ; Load AH with the function code (36 hexadecimal) 
mov dx,OOOO ; OL = drive number (0 = default, 1 = A, 2 = B, 3 = C, 
int 21 ; Call DOS to do the function 
nop ; Space saver to stop at 

-g = 100 108 ; This is for Drive C 

... ) 

DX tota l number of clusters on the 
d isk 

Therefore, the hard disk has a DOS 
partition of 15,630 (300E hexadecimal) 
clusters at four sectors per cluster. for 
a total of 62 ,520 sectors or 31.26 mega
bytes (using a Ouantum 0540, 1'ype 7 
drive) . 

AX = 0004 BX = 2F6C 
OS = XXXX ES = XXXX 
XXXX:0108 90 

CX = 0200 OX = 300E SP = XXXX BP = XXX X SI = XXXX 01 = XXX X 
SS = XXXX CS = XXXX IP = 01 08 XX XX XX XX XX XX XX XX 

NOP 
-a 103 
XXXX:0103 mov dX,0001 
XXXX0106 
- 9 = 100 108 

; Now let 's look at the 1.2-megabyte floppy 

AX = 0001 8X = 0458 CX = 0200 OX = 0943 SP = XXXX 8P = XXXX SI = XXX X 01 = XXXX 
OS = XXXX ES = XXXX SS = XXXX CS = XXXX IP = 0108 XX XX XX XX XX XX XX XX 
XXXX: 0108 90 NOP 
-a 103 
XXXX0103 mov dX,0003 
XXXX 0106 

; Now let's look at Drive C 

- g = 100 108 

AX = 0004 BX = 2F6C 
OS = XXXX ES = XXXX 
XXXX:0108 90 
- q 
> 

CX = 0200 OX = 300E SP = XXXX BP = XXXX SI = XXXX 01 = XXXX 
SS = XXXX CS = XXXX IP = 01 08 XX XX XX XX XX XX xx XX 

NOP 
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The actual calculation for FAT size. 
assuming a 2K-byte cluster. is: disk or 
partition size/2 K bytes x 2 bytes/FAT 
entry. which reduces to I K byte of FAT 
per I megabyte of disk or partition. 
The reason for increasing the number 
of clusters on the disk instead of just 
increasing the size of each cluster is 
that. while large clusters are good for 
access time. most files fit in just a few 
clusters. thereby minimizing the frag
menting of the disk. 

A large cluster is inefficient in terms 
of space. Assume that we use an 8K
byte (16 sectors) cluster size for our 
20-megabyte disk. This lets us map 
the disk into an FAT with 12-bit entries 
(20 megabytes at I cluster; 8K bytes 
is 2560 clusters). But because files are 
allocated space in units of 8K bytes. 
on the average each file wastes 4K 
bytes (half of its last cluster). 

This 4K bytes of waste per file can 
really add up. Let's say we have 512 
files on a disk. This means that 2 
megabytes. or 10 percent of the total 
space on the disk. is wasted (512 files 
x 4K bytes per file). By keeping the 
cluster size at 2 K bytes (four sectors). 
the amount of wasted space is great
ly reduced. but a penalty is paid both 
in the size of the FAT and in the speed 
with which the disk gets fragmented. 

The reason we care about the size 
of the FAT is not because it uses up 
more disk space but because DOS 
keeps a copy of the FAT of the active 
disk(s) in memory. And while 20K 
bytes for a 20-megabyte disk (or 32K 
bytes for the biggest disk or partition 
DOS supports) is not so bad in a 
256K-byte system. it can add up. 

One last relevant feature of the AT 
is that its hard-disk controller sup
ports overlapped (buffered) seeks. 
Also. the controller board supports 
one floppy-disk and one hard-disk 
data transfer at the same time. The 
fixed-disk interface is ST412. Over
lapped seeks allow a system with two 
or more hard disks to overlap opera
tions. This is done by sending multi
ple step (seek) pulses to a drive that 
then disconnects and does the step
ping without the controller. The con
troller is then free to work with its re
maining drivers). _ 
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